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Knowledge-Augmented Interpretable Network for
Zero-Shot Stance Detection on Social Media

Bowen Zhang , Daijun Ding, Zhichao Huang, Ang Li, Yangyang Li, Baoquan Zhang, and Hu Huang

Abstract—Stance detection on social media has become
increasingly important for understanding public opinions on
controversial issues. Existing methods often require large
amounts of labeled data to learn target-independent transferable
knowledge, which is infeasible under zero-shot settings where
the target is unseen. Furthermore, most current stance detection
models, primarily based on end-to-end deep learning archi-
tectures, lack transparency and may produce counter-intuitive
and uninterpretable predictions. In this article, we propose
a novel knowledge-augmented interpretable network (KAI) to
enable zero-shot stance detection (ZSSD). First, we introduce an
unsupervised approach based on large language models (LLM-
KE) to elicit analysis perspectives, which is target-independent
knowledge shared across different targets. This transferable
knowledge bridges connections between seen and unseen targets.
Second, we develop a bidirectional knowledge-guided neural
production system (Bi-KGNPS) that effectively integrates such
transferable knowledge through an iterative knowledge-variable
binding process to guide stance predictions. Extensive experi-
ments on benchmark datasets demonstrate KAI achieves new
state-of-the-art performance on ZSSD. Moreover, our approach
also delivers strong results on conventional in-target and cross-
target stance detection. With the dual benefits of knowledge-
augmented accuracy and model interpretability, this work
represents an important advance toward practical stance de-
tection systems that can generalize to emerging topics of in-
terest. The proposed KAI framework provides an interpretable
approach to effectively transfer knowledge across domains for
zero-shot learning.

Index Terms—Attention mechanism, chain-of-thought (CoT),
neural production system (NPS), zero-shot stance detection
(ZSSD).
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I. INTRODUCTION

SOCIAL media platforms have increasingly served as a
common forum for users to express their viewpoints on

controversial issues. By aggregating and analyzing these per-
spectives, we can identify prevailing trends and opinions on
contentious topics, ranging from abortion to epidemic preven-
tion. This wealth of data offers significant potential for web
mining and content analysis. The insights gathered from such
analysis can be crucial for various decision-making processes,
including advertising strategies and political elections. Conse-
quently, automatic stance detection on social media has gained
importance in opinion mining, facilitating a more nuanced un-
derstanding of user attitudes toward a wide array of issues.

Stance detection, a core task in natural language processing
(NLP), aims to categorize attitudes toward a specific target
based on opinionated texts [1]. Early research focused on two
types of stance detection: in-target and cross target. In in-target
detection, both training and test data involve the same targets,
whereas in cross-target detection, the test targets are differ-
ent but related to the training ones. However, it is practically
challenging to pinpoint all potential in-target or corresponding
cross-target topics before model development. Consequently,
zero-shot stance detection (ZSSD), a technique designed to de-
termine attitudes toward entirely new targets during inference,
has recently gained considerable research interest.

So far, several works have been conducted for ZSSD, which
can be classified into three categories: attention mechanisms,
graph-based model, and contrastive learning [2]. For example,
Allaway et al. [3], [4] constructed a comprehensive VAST
dataset for ZSSD, which includes numerous targets spanning
diverse domains including politics and education. Liu et al. [5]
developed a commonsense knowledge-enhanced model that
captures relational knowledge between texts and targets at both
structural and semantic levels. Liang et al. [6] designed a con-
trastive learning approach that establishes connections between
target-invariant and target-specific features. Liang et al. [7]
proposed a joint contrastive learning technique utilizing both
stance and target-aware prototypical graph contrastive learning.
Li et al. [8] introduced a teacher–student framework leverag-
ing augmented data to improve ZSSD. Generally, these works
mainly focus on extracting target-independent word-level fea-
tures as transferable knowledge.

Despite the effectiveness of previous studies, there are still
several challenges for ZSSD, which are not addressed well
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in prior work. First, current methods primarily extract target-
independent, word-level knowledge from observed data. How-
ever, on the one hand, the expressive power of word-level
features is limited when applied to unseen domains. On the
other hand, existing methods focus mainly on extracting target-
specific features, rarely considering the general knowledge
shared among targets. Different targets may share common per-
spectives for analysis; for example, when discussing politicians,
people often evaluate them based on their party affiliation, polit-
ical stance, and personal qualities. By introducing these cross-
target concept-level perspectives, knowledge transfer between
different targets can be achieved, enhancing the generalization
ability of the model. Second, most of the current stance de-
tection models, primarily end-to-end deep learning constructs,
suffer from a lack of transparency, functioning as black-box
systems. As a result, these models may generate predictions that
are not only unintuitive but also difficult to interpret. Further-
more, their inability to elucidate the analytical process limits
their applicability in scenarios necessitating explanations.

In response, this study aims to develop a ZSSD method
that can effectively extract target-invariant features and provide
interpretability. Specifically, our first goal is to develop a ZSSD
method that can extract conceptual-level target-independent
knowledge in an unsupervised manner. This knowledge serves
as target-invariant features to bridge and transfer knowledge be-
tween seen and unseen targets. Second, to enable interpretabil-
ity, our goal is to develop a ZSSD model that can effectively
integrate the aforementioned target-independent features and
provide an interpretable analysis process while achieving ac-
curate results.

To achieve this aim, we propose a novel neural network
called knowledge-augmented interpretable network (KAI)
for ZSSD. KAI consists of two components: large language
model-driven knowledge elicitation module (LLM-KEM) and
bidirectional knowledge-guided neural production system
(Bi-KGNPS). Specifically, LLM-KEM is the unsupervised
approach based on chain-of-thought (CoT) to extract
conceptual, target-independent transferable knowledge.
We propose incorporating targets’ analytical perspectives as
such features. This is motivated by the observation that humans
tend to analyze different targets from similar perspectives,
serving as bridges for knowledge transfer. For example, when
assessing stances on “Hillary Clinton” and “Donald Trump,”
people may consider perspectives such as “gender, ideology,
and personality.” Our model builds on using these shared
angles to harness common knowledge. Further, to extract
such features unsupervised, we propose a CoT strategy for
LLMs. This can effectively elicit analysis perspectives in a
parameter-free way, hence usable for unseen targets.

Bi-KGNPS is a stance detection model based on the neu-
ral production system (NPS), which was previously proposed
for computer vision and enables interpretable analysis through
knowledge-variable binding coupling factors. We are the first
to apply NPS to the stance detection task to enhance model in-
terpretability. We posit that modeling the coordination between
perspectives and tweets is key to improving stance detection

performance. Thus, Bi-KGNPS introduces a bidirectional iter-
ative knowledge-variable binding mechanism to enhance stance
detection. Through analyzing the bindings between perspec-
tives and textual content, Bi-KGNPS jointly learns perspective
representations tailored to the current text (content-oriented
perspective features), as well as salient word features under each
perspective (perspective-oriented text representations).

This work is a substantial extension of our previous work
NPS4SD [9]. We propose two key extensions to NPS4SD: first,
we expand the task to the more realistic zero-shot setting and
pioneer the unsupervised acquisition of target-independent
transferable knowledge without annotations; second, we devise
a Bi-KGNPS that infuses transferable knowledge more effec-
tively than the original NPS4SD. KAI offers two key advantages
over NPS4SD: 1) it leverages LLMs to automatically generate
multidimensional perspective knowledge, reducing manual ef-
fort and broadening coverage compared to the singular, manu-
ally defined rules in NPS4SD; and 2) KAI’s Bi-KGNPS enables
dynamic, iterative fusion, and reasoning between knowledge
and text for stance prediction, surpassing the simpler, less col-
laborative knowledge binding mechanism in NPS4SD. Finally,
experiments on strong baselines validate that our proposed KAI
achieves state-of-the-art performance in ZSSD. Moreover, we
demonstrate the generalizability of KAI in both in-target and
cross-target setups.

In summary, this article presents several contributions as
follows.

1) We propose a KAI framework that first introduces an ana-
lytical perspective as common target-relevant knowledge
to bridge feature transfer across targets.

2) We also propose a Bi-KGNPS network that utilizes per-
spective features through variable binding to facilitate
knowledge-guided stance detection. To our knowledge,
we are the first to introduce NPSs into stance detection,
advancing interpretable stance detection.

3) We carry out extensive experiments on publicly avail-
able benchmark datasets, and the results demonstrate
our proposed model’s superiority over state-of-the-art
competitors.

II. RELATED WORK

A. Stance Detection

1) In-Target and Cross-Target Stance Detection: Stance de-
tection aims to detect the attitude of a context (e.g., comment or
review) according to the given target, which is critical to many
scenarios such as argumentation mining, fake news detection,
and fact-checking [10], [11], [12], [13]. Earlier work in stance
detection primarily focused on in-target stance detection, where
the training and testing targets are the same. For in-target stance
setup, conventional methods can be classified into non- and
pretrained methods. The non-pretrained methods mainly con-
duct deep neural networks, such as traditional attention-based
models and graph-based models to train a stance classifier. The
attention-based methods mainly utilize target-specific informa-
tion as the attention query, and deploy an attention mechanism
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for inferring the stance polarity [14]. Another approach is the
graph-based text classification methods, which propose a graph
convolutional network (GCN) to model the relation between
target and text [15], [16]. Subsequently, several studies are also
being conducted for cross-target stance detection tasks, which
can be classified into two categories. The first class of methods
is word-level transfer, which uses the common words shared
by two targets to bridge the knowledge gap [17]. Second, some
approaches handle this cross-target problem with concept-level
knowledge shared by two targets [18], [19].

2) Zero-Shot Stance Detection: In practical applications,
predefining and annotating complete targets is infeasible, thus
spurring interest in ZSSD among researchers. Allaway and
McKeown [20] first provided a large-scale human-labeled
stance detection dataset for zero-shot scenarios. Subsequently,
Allaway and McKeown [20] developed a target-specific stance
detection dataset for ZSSD and applied adversarial learning
to extract target-invariant information. Liu et al. [5] proposed
a common sense knowledge-enhanced graph model grounded
on BERT to leverage both inter- and extra-semantic informa-
tion. Liang et al. [6] presented an effective approach to dis-
tinguish target-invariant or target-specific features to improve
learning of transferable stance features. Several studies have
explored the application of prompt tuning in stance detection
[21], [22]. Jiang et al. [21], for example, pioneered the target-
aware prompt distillation (TAPD) framework, applying prompt
tuning for stance detection. In this framework, a verbalizer
function maps each label to a hidden vector, enabling label
prediction. Hardalov et al. [22] proposed a prompt-based frame-
work specifically designed for cross-lingual stance detection.

B. Chain-of-Thought Model (CoT)

Recent works have explored enhancing CoT prompting to
elicit impressive multihop reasoning from LLMs [23], [24],
[25]. For example, Cai et al. [26] proposed a human-in-the-
loop system augmented with CoT prompting, investigating how
manual correction of sublogic in rationales can refine LLM rea-
soning. Fei et al. [27] introduced a multistep CoT approach that
decomposes downstream tasks into multiple stages to improve
prediction effectiveness. Ling et al. [28] presented a new CoT
technique, which iteratively infers tasks via deductive reasoning
and verification. Inspired by these multistep CoT techniques, we
propose a novel knowledge elicitation method that effectively
generates the perspectives and rationales of the targets.

C. Interpretable Neural Network for NLP

In recent years, developing interpretable models has attracted
considerable interest in NLP. For tasks closely related to stance
detection such as sentiment analysis and fact checking, in-
terpretable models are widely studied, as they can effectively
analyze the prediction process and incorporate knowledge such
as prior knowledge.

For instance, Ito et al. [29] proposed an interpretable senti-
ment model that explicitly demonstrates the analysis process
for sentiment analysis. Huang et al. [30] presented a sentiment
interpretable logic tensor network, which encodes the predic-
tion process following first-order logic rules. Yadav et al. [31]

developed the Teslin machine to achieve human-level inter-
pretable learning. Guo et al. [32] proposed the Interpretable fake
news detection with graph evidence (IKA) model for fake news
detection that represents the rationale as a directed graph.

The NPS provides an architectural framework to efficiently
identify and infer entity representations in input texts, while
governing the interactions between these entities [33]. By dy-
namically selecting rules and establishing bindings between
rules and entities, the control flow is determined. The variable
binding method enables acquiring diverse rule-entity patterns.
Ultimately, this combination of rule-entity patterns facilitates
constructing the model analysis process.

III. METHODS

As shown in Fig. 1, KAI primarily consists of two compo-
nents: LLM-KE and Bi-KGNPS. We give the task definition
and the overview of our model in Sections III-A and III-B,
respectively. Then, we describe the details of the LLM-KE and
Bi-KGNPS in Sections III-C and III-D, respectively.

A. Problem Definition

Let X = {xi, qi}Ni=1 represent the labeled data collection,
where x refers to the input text and q corresponds to the source
target. N denotes the total number of instances in X . Each
sentence-target pair (x, q) ∈X is assigned a stance label y.
ZSSD aims to predict the stance polarity of the input sentence
xu toward the given target qu using a model trained on the
labeled data X , where xu and qu are unseen during the training
process.

B. Framework Overview

As shown in Fig. 1, KAI consists of two main compo-
nents: LLM-KE and Bi-KGNPS. LLM-KE proposes a method
based on CoT prompting that elicits target-relevant analytical
perspectives and predicts the rationale behind each perspec-
tive from LLMs in two stages. Such knowledge can serve
as target-independent transferable knowledge. Bi-KGNPS is a
dual-branch network where information dynamically interacts
between the two branches to enable knowledge-variable binding
for elucidating the prediction process.

C. LLM-KE

LLM-KE is designed to elicit target analysis perspectives and
rationale for each perspective by formulating instructions for
the LLM. Specifically, LLM-KE involves the following steps.

1) Step 1: We first input the constructed instruction S′1 into
the LLM to elicit the perspective v for the LLM’s prediction.
Here, γ is a hyperparameter that determines the number of
perspectives to be acquired.

S′1: Please enumerate γ distinct perspectives from which
stances towards the provided target [given target: q] may be
stated.

2) Step 2: After obtaining γ perspectives, we use the LLM
to generate rationales, denoted as r, for the stance analysis
corresponding to each perspective.
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Fig. 1. Overall framework of KAI network for ZSSD.

TABLE I
EXAMPLE OF PERSPECTIVES AND RATIONALES FROM LLM-KE

Target Hillary Clinton

Tweet
Hilary has lied, deleted Benghazi emails, and betrayed
the trust of Americans scandal after scandal. [Against]

Perspective Personal characteristics

Rationale
... This negative portrayal of her personal characteristics
suggests that she may not be trustworthy and
may have a tendency to deceive people. ...

Perspective Political views

Rationale
... From a political views angle, this could be seen as a
negative reflection on her ability to lead America ...

S′2: Oriented to the [given target: q], given the input [given
input: x], and under the [given perspective: v ∈ γ], give
the stance analysis thinking or explanation. Give a stance
judgment (favor, against, none) at the end.

Examples of LLM-KE results are provided in Table I. For
the target “Hillary Clinton,” when two perspectives are selected,
LLM-KE generates the aspects of “personal characteristics” and
“political views.” LLM-KE can then provide stance reasoning
from both perspectives.

D. Bi-KGNPS

As shown in Fig. 2, Bi-KGNPS consists of two branches.
The left branch takes the input text and its corresponding stance
target, treating perspective features as knowledge to select im-
portant text features and to learn perspective-oriented text rep-
resentations. The right branch processes the perspectives and

rationales, using the text content as knowledge to construct
variable bindings for selecting the most relevant perspectives
to the text and to learn content-oriented perspective features.
Finally, a feedforward network layer is employed to fuse both
sets of features for the final stance polarity prediction.

1) Left Branch:
a) Embedding layer: The left branch first learns vector

representations of the inputs using a BERT model. Specifically,
we format the target and text into the following input pattern
for BERT: “[CLS] + target + [SEP] + text,” where “target”
and “text” represent their respective texts. After inputting this
pattern into BERT, we obtain the textual representation vector
H = {h[cls], h1, ..., h

m
t }, where h[cls] is the hidden vector of the

[CLS] token, h1 to ha denote the vectors of the target, and ha+1

to hm
t denote the vectors of the text.
b) Variable binding layer: Subsequently, we treat the

perspective representation vectors as query vectors for an at-
tention mechanism. By constructing an attention mechanism,
we can learn perspective-oriented textual representations. Since
multiple perspectives simultaneously build attention, inspired
by the work of [34], we propose a novel multihop attention
mechanism. Formally, assuming we have three perspectives
with feature vectors denoted as Ri, Rj , and Rk (details of
obtaining them are described in the right branch), the attention
coupling factors c can be computed as

c1
i =R1

i (H
1
i )

T, c1
j =R1

j(H
1
j )

T, c1
k =R1

k(H
1
k)

T. (1)

Initially, the input text is identical across the three attention
queries, such that H1

i =H1
j =H1

k =H . Then, the next iteration
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can then be computed as follows:

R2
i = c1

iH
1
i , R2

j = c1
jH

1
j , R2

k = c1
kH

1
k (2)

where the query H2
i,j,k preserves the same dimensionality as the

previous query R1
i,j,k. The knowledge-variable binding pattern

representation for the next round is calculated as follows:

H2
i = λ LN (σ(R2

i )) +H1
i

H2
j = λ LN (σ(R2

j)) +H1
j

H2
k = λ LN (σ(R2

k)) +H1
k (3)

where LN performs the standard layer normalization. σ de-
notes the Sigmoid function. After t iterations, where t indicates
the number of steps in the process, the representation q can be
calculated as

qi =Ht
iS

(∑
γ

cti

)
, qj =Ht

jS
(∑

γ

ctj

)
, qk =Ht

kS
(∑

γ

ctk

)

(4)

where S(z) = ez/
∑

k e
zk denotes the softmax function.

After obtaining representations qi, qj , and qk, the final
perspective-oriented text representation is calculated by con-
catenating these patterns. We use a straight-through Gumbel
SoftMax approach [35] for a learnable hard decision during
training

U = {qi ⊕ qj ⊕ qk}
α= argmaxτ (UτW + φ), φ � Gumbel(0, 1)

E =

n∑
t=1

αtUτ (5)

where ⊕ denotes the concatenation operator, and W is a learn-
able weight matrix. The Gumbel SoftMax distribution is intro-
duced to allow for differentiability of the “argmax” operation
during backpropagation by sampling from a Gumbel distribu-
tion parameterized by location 0 and scale 1. Ultimately, the
weighted sum E is passed through a fully connected layer to de-
rive the final perspective-oriented text representation, denoted
by ep.

2) Right Branch: The right branch is dedicated to inte-
grating knowledge from multiple perspectives. We employ a
soft-prompt network to encapsulate data across these varying
perspectives. This network utilizes tailored templates that blend
perspectives and predicted rationales, which, when fed into
a BERT model, yield vector representations for perspective
features. One key benefit of this approach is the improved
sentence encoding that can be achieved using hidden vec-
tors from [MASK] token positions, as demonstrated by prior
research [36].

In practice, we construct a text template p that embeds the
perspectives v and target q into a single prompt. Each prompt is
formally represented as follows: “xp = From the perspective of
[given view v], [given rationale r], the attitude toward [target]
is [MASK].” After formulating the template, we introduce a
technique that maps the perspective knowledge onto a series
of continuous vectors. For each template xi

p, we input it into

an LLM M to extract the hidden vector corresponding to the
[MASK] token, denoted by Ri. Subsequently, our approach
generates a set of γ distinct vectors (R= {Ri}γ), which are
associated with the hidden vectors produced by the [MASK]
token of each template xp. These vectors are treated as trainable
parameters and are refined during the model’s optimization pro-
cess. To maintain compatibility with the token embeddings in
the BERT, we ensure these stance vectors match the dimension
of the BERT’s hidden embeddings.

We then employ the hidden representation h[cls] as the atten-
tion query to determine the attention weight αt for the tth vector
in R

αt = softmax(hT
[cls]Rt) (6)

eo =
n∑

t=1

αtRt. (7)

Here, eo is the aggregated feature vector that represents the
content-oriented perspective knowledge, a composite of the
weighted perspective vectors.

E. Stance Classification Layer

To improve the accuracy of stance detection, we utilize a
verbalizer-based approach. A verbalizer is a component that
maps each label or stance category to a set of semantically
related words. This mapping allows the model to evaluate the
semantic similarity between the concatenated text representa-
tion vectors and the verbalizer’s label vectors.

The embedding of a word selected by the verbalizer is de-
noted as w. For each word provided by the verbalizer, we
estimate the probability that token w represents the label word.
Here, the probability calculation is as follows:

δ =
exp (wT

i (eo ⊕ ep))∑
wj∈Verb

exp (wT
j (eo ⊕ ep))

(8)

where wi is the embedding of the ith token in the verbalizer,
and Verb represents the vocabulary of the verbalizer’s tokens.
Here, eo is the feature vector representing the content-oriented
perspective, while ep represents the perspective-oriented text
representation. We then calculate the sum of the probabilities
for the words that correspond to each label, which is denoted
as ŷ. Specifically, for each label, we aggregate the probabilities
assigned to all words mapped to that label by the verbalizer.

The model is trained to minimize the discrepancy between
the predicted and actual stance labels using a cross-entropy loss
function

L=−
N∑
i=1

C∑
j=1

yij log ŷij (9)

where N is the number of samples in the training set, and C is
the number of stance classes, and yij is the ground-truth label
in one-hot encoded form for the ith sample and jth class. The
optimization of the attention layer and the rest of the model
parameters are achieved using the gradient descent algorithm.
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TABLE II
STATISTICS OF SEM16 AND P-STANCE DATASETS

Dataset Target Favor Against Neutral

Sem16
HC 163 565 256
FM 268 511 170
LA 167 544 222

P-Stance
Biden 3217 4079 -

Sanders 3551 2774 -
Trump 3663 4290 -

TABLE III
STATISTICS OF VAST DATASET

Train Dev Test
#Examples 13 477 2062 3006

#Unique comments 1845 682 786
#Zero-shot topics 4003 383 600
#few-shot topics 638 114 159

IV. EXPERIMENTS

In this section, we introduce the evaluation metrics employed
in the experiments and the baseline methods used during the
experiments.

A. Experimental Data

To evaluate the effectiveness of our method, we conduct
extensive experiments on SemEval-2016 Task 6 (SEM16) [37]
and VAST [3]. SEM16 contains six predefined targets across
multiple domains, including Donald Trump (DT), Hillary Clin-
ton (HC), feminist movement (FM), legalization of abortion
(LA), atheism (A), and climate change (CC). Each instance
could be classified as “favor, against, or neutral.” Following
[18], we remove targets A and CC due to data quality issues and
regard one target as the zero-shot testing target while training on
the other targets. We randomly selected 15% of the training set
as the development data to tune hyperparameters. P-stance [38]
comprises tweets pertaining to three prominent politicians: Joe
Biden (Biden), Bernie Sanders (Sanders), and Donald Trump
(Trump). As observed by the authors, the annotation consis-
tency for samples labeled “none” is low. Consistent with previ-
ous work, we exclude these “none”-labeled samples from our
analysis. VAST contains a large number of diverse targets. Each
data instance is comprised of a sentence, a target, and a stance
polarity toward the target, which can be “pro, con, or neutral.”
Following [8], we evaluate our model’s performance on zero-
shot topics with 100% and 10% training sizes, respectively. The
statistics of three datasets are shown in Tables II and III.

B. Evaluation Metrics

We use Favg as the evaluation metric to evaluate the perfor-
mance of our baseline models, the same as most previous works
[9], [19], [38]. First, the F1-score of label “favor” and “against”
is calculated as follows:

Ffavor =
2 · Pfavor ·Rfavor

Pfavor +Rfavor
(10)

Fagainst =
2 · Pagainst ·Ragainst

Pagainst +Ragainst
(11)

where P and R are the precision and recall, respectively. After
that, the Favg is calculated as

Favg =
Ffavor + Fagainst

2
. (12)

C. Baseline Methods

To gain a fundamental understanding of how existing stance
detection models perform on our dataset, we employed the
following models.

1) Bicond [17] utilizes two BiLSTM models to individu-
ally encode the underlying sentences and their associated
targets.

2) SEKT [19] leverages external knowledge, particularly
semantic and emotion lexicons, to facilitate knowledge
transfer across diverse targets for cross-target stance
detection.

3) CrossNet [39] encodes text and topic using identical bidi-
rectional architectures as BiLSTM and incorporates a
target-specific attention layer prior to classification for
cross-target stance detection.

4) TPDG [40] presents a novel technique that autonomously
distinguishes and calibrates the target-dependent and
target-independent roles of a term regarding a specific
target within stance expressions.

5) TOAD [4] employs adversarial learning to accomplish
generalization across various topics in ZSSD.

6) TGA Net [3] enables implicit construction and utilization
of associations between training and evaluation topics
without supervision. It utilizes BERT for encoding texts
and targets, followed by classification through two fully
connected layers.

7) BERT-GCN [5] presents a commonsense knowledge-
enhanced model harnessing both structural and semantic
relational knowledge to augment generalization and rea-
soning capabilities under zero-shot and few-shot settings.

8) BERT-Joint [41] refers to bidirectional encoder represen-
tations from transformers, which are pretrained language
models encoded on large unlabeled corpora to represent
sentences and tokens as dense vectors.

9) JoinCL [7] comprises stance contrastive learning and
target-aware prototypical graph contrastive learning for
generalizing target-dependent stance features to unseen
targets.

10) PT-HCL [6] proposes a contrastive learning approach uti-
lizing both semantic and sentiment knowledge to improve
cross-domain transferability of features.

11) TarBK [42] incorporates specific background knowledge
from Wikipedia to reduce the semantic gap between
known and unseen targets, enhancing generalization and
reasoning.

12) SDAgu [43] presents a self-supervised data augmentation
method leveraging coreference resolution to mitigate lim-
ited labeled data and implicit stance expression.

13) MPT [44] develops prompt-tuning-based PLM to
perform stance detection, where humans define the
verbalizer.
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TABLE IV
EXPERIMENTAL RESULTS ON TWO ZSSD DATASETS

Model
SEM16 P-Stance VAST (100%) VAST (10%)

HC FM LA DT Biden Sanders Trump Pro Con All Pro Con All

Sta.

Bicond 32.7‡ 40.6‡ 34.4‡ 30.5‡ 50.1 52.6 50.4 44.6‡ 47.4‡ 42.8‡ 29.8♦ 40.1♦ 34.8♦

CrossNet 38.3‡ 41.7‡ 38.5‡ 35.6‡ 52.8 53.1 52.8 46.2‡ 43.4‡ 43.4‡ 37.3♦ 32.9♦ 36.2♦

SEKT 50.1 44.2 44.6 46.8 64.4 61.3 60.8 50.4‡ 44.2‡ 41.8‡ - - -
TPDG 50.9‡ 53.6‡ 46.5‡ 47.3‡ 64.4 62.0 60.1 53.7‡ 49.6‡ 51.9‡ - - -
TOAD 51.2‡ 54.1‡ 46.2‡ 49.5‡ - - - 42.6‡ 36.7‡ 41.0‡ - - -

BERT

TGA Net 49.3‡ 46.6‡ 45.2‡ 40.7‡ 74.7 69.9 64.4 53.7 62.0 67.4 47.6♦ 58.2♦ 64.1♦

BERT-Joint 50.1 42.1 44.8 41.0 75.0 71.1 67.2 56.8 67.6 71.0 50.7 56.3 64.9
BERT-GCN 50.0‡ 44.3‡ 44.2‡ 42.3‡ 74.9 71.1 70.5 58.3‡ 60.6‡ 68.6‡ - - -
JointCL 54.4 54.0 50.0 50.5 - - - 64.9 63.2 71.2 53.8♦ 57.1♦ 65.5♦

TarBK 55.1ℵ 53.8ℵ 48.7ℵ 50.8ℵ 75.5 70.5 65.8 65.7ℵ 63.9ℵ 73.6ℵ - - -
PT-HCL 54.5‡ 54.6‡ 50.9‡ 50.1‡ - - - 61.7‡ 63.5‡ 71.6‡ - - -
SDAgu - - - - - - - 60.1 65.2 71.3 - - -
Openstance∗ - - - - - - - 63.1 66.4 73.1 61.4 60.1 70.2
TTS∗ - - - - - - - 59.5 65.2 71.4 55.8 65.5 70.3
NPS4SD 60.1 56.7 51.0 51.4 76.4 72.9 70.4 69.2 67.6 74.4 68.7 64.3 72.0
Ours (KAI)† 76.4 73.7 69.4 72.1 85.7 80.5 75.9 66.7 73.0 76.3 63.5 74.0 75.2

Note: Results with ‡, ♦, and ℵ are retrieved from [6], [8], and [43], respectively. ∗ indicates that we utilize BERT as the backbone classifier
for a fair comparison. † refers to a p-value < 0.05. Best scores are in bold.

14) KEPrompt [45] proposes an automatic verbalizer to auto-
matically define the label words and a background knowl-
edge injection method to integrate the external back-
ground knowledge.

15) Ts-Cot [46] develops a CoT method for LLMs to perform
stance detection. Due to the evolution of LLM model
versions, the foundation model is upgraded to the GPT-
3.5 baseline.

V. EXPERIMENTAL RESULTS

A. Result

To evaluate the stability of the model, following [19], we ran
the method three times and reported the F1-score. The main
experimental results of ZSSD on two benchmark datasets are
reported in Table IV. We observe that our method consistently
outperforms all baselines on all datasets, which verifies the
effectiveness of our proposed approach in ZSSD. Furthermore,
compared with previous models, our method shows statistically
significant improvements (p-value < 0.05) in most evaluation
metrics, validating the effectiveness of our proposed approach
in ZSSD.

Specifically, we first observe that most neural-network-based
methods (statistics-based and fine-tuning-based methods) per-
form poorly under zero-shot settings, owing to their reliance
on seen targets and samples. Notably, directly introducing pre-
trained BERT did not improve performance, likely because
finetuning-based BERT methods cannot capture implicit stance
expressions absent from the text, such as background knowl-
edge and topics related to the target. After incorporating back-
ground knowledge, prediction accuracy significantly increased.
For instance, compared with the best BERT finetuning model
BERT-Joint, the knowledge-infused approach TarBK improved
by 2.6% on average. This validates the efficacy of incorporating
background knowledge. Additionally, we observed that con-
trastive learning methods (e.g., JointCL) outperformed finetun-
ing models. This is because contrastive learning can effectively

capture domain-invariant representations, thereby improving
model transferability across domains.

The proposed KAI method yields better performance than
all the baselines in all the tasks. For instance, our proposed
approach achieves substantial gains in average F1avg over the
current state-of-the-art (NPS4SD), increasing by 18.1% on
SEM16, 7.5% on P-Stance, and 3.2% on the VAST dataset
(10%). The advantage of KAI comes from its two character-
istics: i) we propose perspectives as target-independent knowl-
edge that bridges target differences; ii) we devise a perspective
acquisition mechanism via COT applicable under zero-shot set-
tings; and iii) we devise a Bi-KGNPS network to jointly capture
the associative relationships between text and perspective, to
better leverage relevance for improved performance.

We further benchmarked our KAI model against compet-
ing methods that utilize CoT for LLMs, such as GPT-3.5
and Llama2. The results are illustrated in Fig. 2. The results
demonstrate that the proposed KAI method can significantly
enhance prediction accuracy over both LLM frameworks, thor-
oughly validating the efficacy of KAI integration for improving
LLM performance. In particular, with Llama2 as the base, KAI
attained consistent, considerable gains across all settings, av-
eraging a 3.48% boost over multiple zero-shot task configura-
tions with Ts-Cot-Llama2. When built on GPT-3.5, KAI also
achieved marked improvements across most tasks.

B. Ablation Study

To study the influence of each component of our model, we
implement an ablation test for KAI by removing the external
perspective knowledge (denoted as w/o KEM), the NPS (de-
noted as w/o NPS), the left branch (denoted as w/o LB), and
the right branch (denoted as w/o RB).

Specifically, for w/o KEM, we remove the multiperspective
knowledge, so the structure becomes a conventional interactive
attention-based model backbone. For w/o NPS, we concatenate
the perspectives with the original input in the format of “[SEP]
text [SEP] perspectives” and feed it into the BERT model. For
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Fig. 2. Comparative evaluation of LLM experimental performance. (a) In
comparison with GPT-3.5. (b) In comparison with Llama2.

Fig. 3. Performance of ablation study.

w/o LB and w/o RB, we construct separate knowledge-guided
variable binding methods, similar to those discussed in [48].
The former selects text features based on analyzed perspectives
as queries, while the latter uses the text as queries to select
perspective features.

The results are summarized in Fig. 3 and show that all pro-
posed components significantly improve the performance of
KAI. Notably, perspective knowledge has the greatest impact on
the effectiveness of KAI. Discarding KEM severely decreases
classification accuracy, as expected. This decrease occurs be-
cause perspectives serve as domain-invariant knowledge, effec-
tively bridging the gap between different targets. Incorporating
perspective features leads to substantial performance gains from
both LB and RB components. These gains are attributed to

TABLE V
PERFORMANCE COMPARISON OF CROSS-TARGET STANCE DETECTION

Methods FM→LA LA→FM HC→DT DT→HC

Sta.

BiCond 45.0 41.6 29.7 35.8
CrossNet 45.4 43.3 43.1 36.2
SEKT 53.6 51.3 47.7 42.0
TPDG 58.3 54.1 50.4 52.9

BERT

BERT-Joint 48.2 34.4 45.9 42.7
MPT 42.1 47.6 47.1 58.7
KEPROMPT 49.1 54.2 54.6 60.9
JointCL 58.8 54.5 52.8 54.3
PT-HCL 59.3 54.6 53.7 55.3
TarBK 59.1 54.6 53.1 54.2
NPS4SD 58.9 57.2 64.6 66.2
Ours (KAI) 71.9 74.8 73.6 75.4

Note: Best scores are in bold.

TABLE VI
PERFORMANCE COMPARISON OF

IN-TARGET STANCE DETECTION

Methods
SEM16

FM LA HC
TPDG 67.3 74.7 73.4
BERT-FT 62.3 62.4 67.0
STANCY 61.7 63.4 64.7
MPT 63.3 63.5 71.3
KEprompt 72.1 69.1 74.4
NPS4SD 68.1 69.6 79.1
Ts-Cot 67.2 62.5 83.2
Ours (KAI) 74.4 74.9 86.3

Note: Best scores are in bold.

the components’ abilities to learn text features from specific
perspectives and perspective features from specific content,
providing more target-agnostic transferable knowledge. Text
features from specific perspectives contribute to representing
target-invariant lexical knowledge, while perspective features
from specific content assist in selecting the most suitable an-
alytical perspectives, thereby enhancing the model’s overall
performance. As anticipated, integrating all components yields
the best results across all experimental datasets.

C. Cross-Target Stance Detection Scenario

To evaluate the generalizability of our KAI model, we as-
sessed its cross-target performance on the SEM16 dataset.
As shown in Table V, KAI outperforms all baselines under
cross-target settings, validating the efficacy and generality of
KAI for stance detection. Notably, when comparing the re-
sults of Table V with those in Table IV, we observe that
KAI shows more improvement under cross-target conditions
than in zero-shot settings. This is likely because targets in
the cross-target setting are more domain-related; for exam-
ple, perspectives largely overlap for Trump-Clinton (FM-HC).
Consequently, greater gains are achieved when there is higher
domain relevance, as the model can leverage the commonalities
in perspectives between related targets to make more informed
predictions.

D. In-Target Stance Detection Scenario

Our evaluation extended to the in-target stance detection
scenario using the SEM16 dataset. The experimental results, as
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(a) (b)

(c) (d)

Fig. 4. Performance of perspective numbers. (a) Donald Trump. (b) Hillary Clinton. (c) Legalization of abortion. (d) VAST (10%).

Fig. 5. Performance of hop numbers with VAST dataset.

detailed in Table VI, reveal that our KAI model outperforms
all compared methods. In the in-target setup, the enhanced
performance gains from KAI can likely be attributed to its
multiperspective modeling approach. This approach equips the
model with the ability to assimilate and integrate background
knowledge from various dimensions related to the stance target,
thus enriching the model’s analytical depth. In summary, the

results from the in-target scenario—alongside those from zero-
shot and cross-target conditions—reinforce the effectiveness
and generalizability of our KAI framework in diverse stance
detection contexts.

E. Impact of Perspective Numbers

Perspective information constitutes a pivotal component
within KAI, with the number of perspectives profoundly im-
pacting stance detection accuracy. Hence, we conduct further
analyses on the effects of varying perspective counts on stance
detection performance. Experiments are shown in Fig. 4. The
results demonstrate that under different targets, knowledge in-
tegration across multiple perspectives substantially influences
stance detection accuracy. It can be observed that the num-
ber of perspectives holds important ramifications for stance
detection capabilities. Initially, accuracy climbs gradually as
perspectives augment, owed to the target-invariant essence of
perspective-based analysis that effectively bridges feature trans-
fer across targets. However, as the perspective parameter scales,
performance peaks then deteriorates, potentially due to exces-
sively fine-grained perspective partitioning causing perspective
traits to become overly target-specific. For instance, given three
perspectives for Hillary target with granularity of “gender,
politics,” etc., six perspectives lead to finer divisions such as
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(a)

(b)

(c)

(d)

Fig. 6. Case study. (a) Donald Trump. (b) Hillary Clinton. (c) Feminist Movement. (d). Legalization of Abortion.

“woman, presidential candidate” which resemble target-specific
knowledge. It is foreseeable that as granularity becomes in-
creasingly specific, performance declines in zero-shot scenarios
as perspective knowledge becomes more target-specific.

F. Analysis of Routing Iterations
The number of routing iterations constitutes a pivotal hyper-

parameter within KAI that is unique to the NPS architecture
and profoundly impacts model performance and runtime. In
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this experiment, we conduct an analysis to ascertain the optimal
routing iteration quantity across all three dataset configurations.
The results are shown in Fig. 5. Experiments are undertaken
with routing iterations spanning (1, 2, 3, 4, 5, and 6). The
empirical results demonstrate that peak performance is attained
with iteration counts between 1 and 5. Beyond three itera-
tions, overfitting phenomena emerge leading to deteriorating
accuracy.

G. Case Study

To better illustrate how our method works, we conduct four
case studies on examples where KAI accurately predicts the
target while contrastive methods mostly fail. Specifically, we
visualize the coupling factors c of LB and RB. As shown in
Fig. 6, the left part (blue) indicates which words are selected
by the viewpoint, and the right part (orange) indicates which
viewpoint is selected for the full text. Visualization of the com-
bined attention coupling factors enables analysis of the model’s
decision-making process.

The first sample examines subtopics such as media, the
Democratic Party, and the Republican Party’s positions toward
the target “Donald Trump,” expressing support. Conventional
BERT models struggle to effectively understand the relation-
ships between subtopics and the target, incorrectly classifying
the stance as “against.” However, Fig. 6(a) shows that the KAI
model focuses on “party affiliation” as the main viewpoint and
“leadership style” and “personality and behavior” as secondary
viewpoints, which are highly relevant to the text. KAI’s atten-
tion to these salient viewpoints allows it to correctly determine
the stance as supportive of Donald Trump.

The second sample, see Fig. 6(b), explores the idea that
having women in leadership roles helps to create a more com-
passionate world, expressing support for Hillary Clinton. Tra-
ditional methods struggle to deeply understand the nuances of
the tweet content, incorrectly classifying the stance as “neutral.”
In contrast, our KAI model effectively attends to the “gen-
der” and “personal characteristics” viewpoints, and under these
viewpoints, focuses on salient keywords such as “women, lead-
ership” and “compassionate.” This allows KAI to accurately
identify the stance. By attending to relevant viewpoints and
keywords, KAI captures the underlying semantics and makes
accurate predictions.

The third sample discusses the reasons behind wage dispar-
ities, stating that men’s jobs are more dangerous and time-
consuming, expressing opposition to the feminist movement.
Conventional models struggle to recognize implicit expressions
and misclassify the stance as “neutral.” Our model primarily
adopts a “socio-economic status” perspective, with “cultural
background” as a secondary perspective, concentrating on key-
words such as “men, dangerous, and paid” to provide an accu-
rate classification.

The fourth sample morally criticizes “abortion” from the
perspective of emphasizing values such as life and choice,
despite not explicitly mentioning the term “abortion.” Existing
methods struggle to deeply understand the connection between
the text and target, failing to effectively link the text to abortion

and incorrectly classifying the stance as “neutral.” In contrast,
KAI accurately captures salient keywords such as “moral” and
“life” and links them to the legalization of abortion through
the “moral/religious” viewpoint. Meanwhile, the viewpoint also
appropriately ignores distracting words such as “mistake,” thus
correctly identifying the stance polarity. By attending to rel-
evant keywords and viewpoints, KAI makes the connection
between the implicit text and abortion, enabling accurate stance
detection.

VI. CONCLUSION

This article presented a novel KAI network to advance stance
detection, particularly for the challenging zero-shot setting.
The key innovation is eliciting target-independent conceptual
knowledge as transferable features using LLMs. Specifically,
we introduced analysis perspectives shared by different targets
as such common knowledge. This allows bridging connec-
tions between seen and unseen targets to enable knowledge
transfer. Moreover, we developed a Bi-KGNPS that integrates
this knowledge through an iterative knowledge-variable bind-
ing process to guide stance predictions. Extensive experiments
demonstrate KAI achieves new state-of-the-art accuracy on
multiple ZSSD benchmarks. Our approach also delivers strong
performance on conventional in-target and cross-target setups.
The proposed framework provides an interpretable approach
to effectively infuse domain knowledge for transfer learning,
representing an important step toward practical stance detection
systems that can generalize to new targets of interest.

REFERENCES

[1] D. Küçük and F. Can, “Stance detection: A survey,” ACM Comput. Surv.,
vol. 53, no. 1, pp. 1–37, 2020.

[2] N. Yin et al., “Deal: An unsupervised domain adaptive framework for
graph-level classification,” in Proc. 30th ACM Int. Conf. Multimedia,
2022, pp. 3470–3479.

[3] E. Allaway and K. Mckeown, “Zero-shot stance detection: A dataset and
model using generalized topic representations,” in Proc. Conf. Empirical
Methods Natural Lang. Process. (EMNLP), 2020, pp. 8913–8931.

[4] E. Allaway, M. Srikanth, and K. Mckeown, “Adversarial learning for
zero-shot stance detection on social media,” in Proc. Conf. North Amer.
Chapter Assoc. Comput. Linguistics: Human Lang. Technol., 2021,
pp. 4756–4767.

[5] R. Liu, Z. Lin, Y. Tan, and W. Wang, “Enhancing zero-shot and few-shot
stance detection with commonsense knowledge graph,” in Proc. Findings
Assoc. Comput. Linguistics: ACL-IJCNLP, 2021, pp. 3152–3157.

[6] B. Liang, Z. Chen, L. Gui, Y. He, M. Yang, and R. Xu, “Zero-shot stance
detection via contrastive learning,” in Proc. ACM Web Conf., 2022,
pp. 2738–2747.

[7] B. Liang et al., “JointCL: A joint contrastive learning framework
for zero-shot stance detection,” in Proc. 60th Annu. Meeting Assoc.
Comput. Linguistics, vol. 1: Long Papers, Dublin, Ireland: Association
for Computational Linguistics 2022, pp. 81–91.

[8] Y. Li, C. Zhao, and C. Caragea, “TTS: A target-based teacher-student
framework for zero-shot stance detection,” in Proc. ACM Web Conf.,
2023, pp. 1500–1509.

[9] B. Zhang, D. Ding, G. Xu, J. Guo, Z. Huang, and X. Huang, “Twitter
stance detection via neural production systems,” in Proc. IEEE Int. Conf.
Acoust., Speech Signal Process. (ICASSP), Piscataway, NJ, USA: IEEE,
2023, pp. 1–5.

[10] R. Jain, D. K. Jain, Dharana, and N. Sharma, “Fake news classification:
A quantitative research description,” ACM Trans. Asian Low Resour.
Lang. Inf. Process., vol. 21, no. 1, pp. 3:1–3:17, 2022.

[11] N. Yin et al., “Messages are never propagated alone: Collaborative
hypergraph neural network for time-series forecasting,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 46, no. 1, pp. 2333–2347, Apr. 2024.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



12 IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

[12] S. Rani and P. Kumar, “Aspect-based sentiment analysis using depen-
dency parsing,” ACM Trans. Asian Low Resour. Lang. Inf. Process.,
vol. 21, no. 3, pp. 56:1–56:19, 2022.

[13] N. Yin, L. Shen, M. Wang, X. Luo, Z. Luo, and D. Tao, “OMG: Towards
effective graph classification against label noise,” IEEE Trans. Knowl.
Data Eng., vol. 35, no. 12, pp. 12873–12886, Dec. 2023.

[14] J. Du, R. Xu, Y. He, and L. Gui, “Stance classification with target-
specific neural attention networks,” in Proc. Int. Joint Conf. Artif. Intell.,
2017, pp. 3988–3994.

[15] C. Li et al., “Joint stance and rumor detection in hierarchical hetero-
geneous graph,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 6,
pp. 2530–2542, Jun. 2022.

[16] A. T. Cignarella, C. Bosco, and P. Rosso, “Do dependency relations
help in the task of stance detection?” in Proc. 3rd Workshop Insights
Negative Results NLP (Insights@ACL), Dublin, Ireland: Association for
Computational Linguistics, May 26, 2022, pp. 10–17.

[17] I. Augenstein, T. Rocktaeschel, A. Vlachos, and K. Bontcheva, “Stance
detection with bidirectional conditional encoding,” in Proc. Conf. Empir-
ical Methods Natural Lang. Process., Austin, Texas, USA, Nov. 2016.

[18] P. Wei and W. Mao, “Modeling transferable topics for cross-target stance
detection,” in Proc. 42nd Int. ACM SIGIR Conf. Res. Develop. Inf.
Retrieval, New York, NY, USA: ACM, 2019, pp. 1173–1176.

[19] B. Zhang, M. Yang, X. Li, Y. Ye, X. Xu, and K. Dai, “Enhancing
cross-target stance detection with transferable semantic-emotion knowl-
edge,” in Proc. 58th Annu. Meeting Assoc. Comput. Linguistics, 2020,
pp. 3188–3197.

[20] E. Allaway and K. R. McKeown, “Zero-shot stance detection: A
dataset and model using generalized topic representations,” in Proc.
Conf. Empirical Methods Natural Lang. Process. (EMNLP), On-
line. Association for Computational Linguistics, Nov. 16–20, 2020,
pp. 8913–8931.

[21] Y. Jiang, J. Gao, H. Shen, and X. Cheng, “Few-shot stance detection via
target-aware prompt distillation,” in Proc. 45th Int. ACM SIGIR Conf.
Res. Develop. Inf. Retrieval, 2022, pp. 837–847.

[22] M. Hardalov, A. Arora, P. Nakov, and I. Augenstein, “Few-shot cross-
lingual stance detection with sentiment-based pre-training,” in Proc.
AAAI Conf. Artif. Intell., vol. 36, no. 10, 2022, pp. 10729–10737.

[23] J. Wei et al., “Chain-of-thought prompting elicits reasoning in large
language models,” in Proc. Adv. Neural Inf. Process. Syst., vol. 35,
pp. 24824–24837, 2022.

[24] D. Zhou et al., “Least-to-most prompting enables complex reasoning in
large language models,” 2022, arXiv:2205.10625.

[25] Z. Zhang, A. Zhang, M. Li, and A. Smola, “Automatic chain of thought
prompting in large language models,” 2022, arXiv:2210.03493.

[26] Z. Cai, B. Chang, and W. Han, “Human-in-the-loop through chain-of-
thought,” 2023, arXiv:2306.07932.

[27] H. Fei, B. Li, Q. Liu, L. Bing, F. Li, and T.-S. Chua, “Reasoning implicit
sentiment with chain-of-thought prompting,” 2023, arXiv:2305.11255.

[28] Z. Ling et al., “Deductive verification of chain-of-thought reasoning,”
2023, arXiv:2306.03872.

[29] T. Ito, K. Tsubouchi, H. Sakaji, T. Yamashita, and K. Izumi, “Word-
level contextual sentiment analysis with interpretability,” in Proc. AAAI
Conf. Artif. Intell., vol. 34, no. 04, 2020, pp. 4231–4238.

[30] H. Huang, B. Zhang, L. Jing, X. Fu, X. Chen, and J. Shi, “Logic tensor
network with massive learned knowledge for aspect-based sentiment
analysis,” Knowl.-Based Syst., vol. 257, no. C, 2022, Art. no. 109943.

[31] R. K. Yadav, L. Jiao, O.-C. Granmo, and M. Goodwin, “Human-level
interpretable learning for aspect-based sentiment analysis,” in Proc.
AAAI Conf. Artif. Intell., vol. 35, no. 16, 2021, pp. 14203–14212.

[32] H. Guo, W. Zeng, J. Tang, and X. Zhao, “Interpretable fake news
detection with graph evidence,” in Proc. 32nd ACM Int. Conf. Inf. Knowl.
Manage., 2023, pp. 659–668.

[33] A. G. Alias Parth Goyal et al., “Neural production systems,” in Proc.
Adv. Neural Inf. Process. Syst., vol. 34, 2021, pp. 25673–25687.

[34] B. Zhang, X. Li, X. Xu, K.-C. Leung, Z. Chen, and Y. Ye, “Knowledge
guided capsule attention network for aspect-based sentiment analysis,”
IEEE/ACM Trans. Audio, Speech, Lang. Process., vol. 28, pp. 2538–
2551, 2020.

[35] E. Jang, S. Gu, and B. Poole, “Categorical reparametrization with
Gumble-Softmax,” in Proc. Int. Conf. Learn. Represent. (ICLR), Open-
Review. net, 2017, pp. 1–13.

[36] T. Jiang et al., “PromptBERT: Improving BERT sentence embeddings
with prompts,” in Proc. Conf. Empirical Methods Natural Lang. Pro-
cess., 2022, pp. 8826–8837.

[37] S. M. Mohammad, S. Kiritchenko, P. Sobhani, X. Zhu, and C. Cherry,
“SemEval-2016 task 6: Detecting stance in tweets,” in Proc. Int. Work-
shop Semantic Eval. (SemEval), San Diego, CA, USA, Jun. 2016.

[38] Y. Li, T. Sosea, A. Sawant, A. J. Nair, D. Inkpen, and C. Caragea,
“P-stance: A large dataset for stance detection in political domain,” in
Proc. Findings Assoc. Comput. Linguistics: ACL/IJCNLP, Online Event,
Aug. 1–6, 2021, pp. 2355–2365.

[39] J. Du, R. Xu, Y. He, and L. Gui, “Stance classification with target-
specific neural attention,” in Proc. 26th Int. Joint Conf. Artif. Intell.
(IJCAI), 2017, pp. 3988–3994. [Online]. Available: https://doi.org/10.
24963/ijcai.2017/557

[40] B. Liang et al., “Target-adaptive graph for cross-target stance detection,”
in Proc. Web Conf. WWW, Virtual Event, Ljubljana, Slovenia, Apr. 19–
23, 2021, pp. 3453–3464.

[41] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-training
of deep bidirectional transformers for language understanding,” in Proc.
Conf. North Amer. Chapter Assoc. Comput. Linguistics: Human Lang.
Technol., vol. 1: Long and Short Papers, Jun. 2019, pp. 4171–4186.

[42] Q. Zhu, B. Liang, J. Sun, J. Du, L. Zhou, and R. Xu, “Enhancing zero-
shot stance detection via targeted background knowledge,” in Proc. 45th
Int. ACM SIGIR Conf. Res. Develop. Inf. Retrieval, 2022, pp. 2070–2075.

[43] J. Zhang, S. Wu, X. Zhang, and Z. Feng, “Task-specific data augmenta-
tion for zero-shot and few-shot stance detection,” in Companion Proc.
ACM Web Conf., 2023, pp. 160–163.

[44] S. Hu et al., “Knowledgeable prompt-tuning: Incorporating knowl-
edge into prompt verbalizer for text classification,” in Proc. 60th
Annu. Meeting Assoc. Comput. Linguistics, vol. 1: Long Papers, 2022,
pp. 2225–2240.

[45] H. Huang et al., “Knowledge-enhanced prompt-tuning for stance de-
tection,” ACM Trans. Asian Low-Resource Lang. Inf. Process., vol. 22,
no. 6, pp. 1–20, 2023.

[46] B. Zhang, X. Fu, D. Ding, H. Huang, Y. Li, and L. Jing, “Investigating
chain-of-thought with ChatGPT for stance detection on social media,”
2023, arXiv:2304.03087.

[47] X. Zhang, J. Yuan, Y. Zhao, and B. Qin, “Knowledge enhanced
target-aware stance detection on tweets,” in Proc. China Conf. Knowl.
Graph Semantic Comput., New York, NY, USA: Springer, 2021,
pp. 171–184.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

https://doi.org/10.24963/ijcai.2017/557
https://doi.org/10.24963/ijcai.2017/557


<<
	/CompressObjects /Off
	/ParseDSCCommentsForDocInfo false
	/CreateJobTicket false
	/PDFX1aCheck false
	/ColorImageMinResolution 200
	/GrayImageResolution 300
	/DoThumbnails false
	/ColorConversionStrategy /sRGB
	/GrayImageFilter /DCTEncode
	/EmbedAllFonts true
	/CalRGBProfile (Adobe RGB \0501998\051)
	/MonoImageMinResolutionPolicy /OK
	/AllowPSXObjects false
	/LockDistillerParams true
	/ImageMemory 1048576
	/DownsampleMonoImages true
	/ColorSettingsFile (None)
	/PassThroughJPEGImages true
	/AutoRotatePages /None
	/Optimize false
	/ParseDSCComments false
	/MonoImageDepth -1
	/AntiAliasGrayImages false
	/GrayImageMinResolutionPolicy /OK
	/JPEG2000ColorImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/ConvertImagesToIndexed true
	/MaxSubsetPct 100
	/Binding /Left
	/PreserveDICMYKValues false
	/GrayImageMinDownsampleDepth 2
	/MonoImageMinResolution 400
	/sRGBProfile (sRGB IEC61966-2.1)
	/AntiAliasColorImages false
	/GrayImageDepth -1
	/PreserveFlatness false
	/OtherNamespaces [
		<<
			/IncludeSlug false
			/CropImagesToFrames true
			/IncludeNonPrinting false
			/OmitPlacedBitmaps false
			/AsReaderSpreads false
			/Namespace [
				(Adobe)
				(InDesign)
				(4.0)
			]
			/FlattenerIgnoreSpreadOverrides false
			/OmitPlacedEPS false
			/OmitPlacedPDF false
			/SimulateOverprint /Legacy
			/IncludeGuidesGrids false
			/ErrorControl /WarnAndContinue
		>>
		<<
			/IgnoreHTMLPageBreaks false
			/IncludeHeaderFooter false
			/AllowTableBreaks true
			/UseHTMLTitleAsMetadata true
			/MetadataTitle /
			/ShrinkContent true
			/UseEmbeddedProfiles false
			/TreatColorsAs /MainMonitorColors
			/MetricUnit /inch
			/RemoveBackground false
			/HonorBaseURL true
			/ExpandPage false
			/AllowImageBreaks true
			/MetadataSubject /
			/MarginOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/Namespace [
				(Adobe)
				(GoLive)
				(8.0)
			]
			/OpenZoomToHTMLFontSize false
			/PageOrientation /Portrait
			/MetadataAuthor /
			/MobileCompatible 0.0
			/MetadataKeywords /
			/MetricPageSize [
				0.0
				0.0
			]
			/HonorRolloverEffect false
		>>
		<<
			/IncludeProfiles true
			/ConvertColors /NoConversion
			/FormElements true
			/MarksOffset 6.0
			/FlattenerPreset <<
				/PresetSelector /MediumResolution
			>>
			/DestinationProfileSelector /UseName
			/MultimediaHandling /UseObjectSettings
			/PreserveEditing true
			/PDFXOutputIntentProfileSelector /UseName
			/BleedOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/UntaggedRGBHandling /LeaveUntagged
			/GenerateStructure false
			/AddRegMarks false
			/IncludeHyperlinks false
			/IncludeBookmarks false
			/MarksWeight 0.25
			/PageMarksFile /RomanDefault
			/UntaggedCMYKHandling /LeaveUntagged
			/AddPageInfo false
			/AddBleedMarks false
			/IncludeLayers false
			/IncludeInteractive false
			/AddColorBars false
			/UseDocumentBleed false
			/AddCropMarks false
			/DestinationProfileName (U.S. Web Coated \050SWOP\051 v2)
			/Namespace [
				(Adobe)
				(CreativeSuite)
				(2.0)
			]
			/Downsample16BitImages true
		>>
	]
	/CompressPages true
	/GrayImageMinResolution 200
	/CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
	/PDFXBleedBoxToTrimBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/AutoFilterGrayImages false
	/EncodeColorImages true
	/AlwaysEmbed [
	]
	/EndPage -1
	/DownsampleColorImages true
	/ASCII85EncodePages false
	/PreserveEPSInfo false
	/PDFXTrimBoxToMediaBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/CompatibilityLevel 1.7
	/MonoImageResolution 600
	/NeverEmbed [
	]
	/CannotEmbedFontPolicy /Error
	/PreserveOPIComments false
	/AutoPositionEPSFiles false
	/JPEG2000GrayACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
	/EmbedJobOptions true
	/JPEG2000ColorACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/MonoImageDownsampleType /Bicubic
	/DetectBlends true
	/EmitDSCWarnings false
	/ColorImageDownsampleType /Bicubic
	/EncodeGrayImages true
	/Namespace [
		(Adobe)
		(Common)
		(1.0)
	]
	/AutoFilterColorImages false
	/DownsampleGrayImages true
	/GrayImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/AntiAliasMonoImages false
	/GrayImageAutoFilterStrategy /JPEG
	/GrayACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/ColorImageAutoFilterStrategy /JPEG
	/ColorImageMinResolutionPolicy /OK
	/ColorImageResolution 300
	/PDFXRegistryName (http://www.color.org)
	/MonoImageFilter /CCITTFaxEncode
	/CalGrayProfile (Dot Gain 15%)
	/ColorImageMinDownsampleDepth 1
	/PDFXTrapped /False
	/DetectCurves 0.0
	/ColorImageDepth -1
	/JPEG2000GrayImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/TransferFunctionInfo /Remove
	/ColorImageFilter /DCTEncode
	/PDFX3Check false
	/ParseICCProfilesInComments true
	/DSCReportingLevel 0
	/ColorACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/PDFXOutputConditionIdentifier (CGATS TR 001)
	/PDFXCompliantPDFOnly false
	/AllowTransparency false
	/UsePrologue false
	/PreserveCopyPage true
	/StartPage 1
	/MonoImageDownsampleThreshold 1.5
	/GrayImageDownsampleThreshold 1.5
	/CheckCompliance [
		/None
	]
	/CreateJDFFile false
	/PDFXSetBleedBoxToMediaBox true
	/EmbedOpenType false
	/OPM 1
	/PreserveOverprintSettings true
	/UCRandBGInfo /Preserve
	/ColorImageDownsampleThreshold 1.5
	/MonoImageDict <<
		/K -1
	>>
	/GrayImageDownsampleType /Bicubic
	/Description <<
		/ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
		/GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
		/FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
		/KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
		/HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
		/NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
		/DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
		/CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
		/ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
		/DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
		/JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
		/SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
		/SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
		/CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
		/CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
		/ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
		/RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
		/HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
		/PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
		/NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
		/TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
		/POL <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>
		/HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
		/SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
		/RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
		/ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
	>>
	/CropMonoImages false
	/DefaultRenderingIntent /Default
	/PreserveHalftoneInfo true
	/ColorImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/CropGrayImages false
	/PDFXOutputCondition ()
	/SubsetFonts false
	/EncodeMonoImages true
	/CropColorImages false
	/PDFXNoTrimBoxError true
>>
setdistillerparams
<<
	/PageSize [
		612.0
		792.0
	]
	/HWResolution [
		600
		600
	]
>>
setpagedevice


